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Accelerating the discovery through the use of AI/ML, enhancing the competitiveness of science and engineering, and 

creating the next generation workforce for Goddard.

Purpose and Goal of the 
AI/ML CoE:
- The purposes of the CoE 
is to provide all necessary 
AI/ML resources needed 
by the SMD. The goal is to 
accelerate Science 
Discoveries through the 
use of AI/ML.

Scope
The of the AI/ML CoE is 
represented by this 
diagram.



From AI to ML and DL



Machine Learning for Monsoon Prediction
Using Global Teleconnections

Thomas Maxwell, Jian Li, Thomas Favata

• Predict All-India Monsoon rainfall accumulation one year in advance using a two-layer neural network

• Inputs: First 16 global PCs of surface temperature & 500 mbar height  (1 year lag time- August values)
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Random Forest for Lake Depth
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What’s next?

• Continue to offer platform as a service with Discover and ADAPT

• Explore and test new hardware options to enhance the current hardware options – ADAPT 2.0

• New GPU cluster with 20 4 GPU systems will be online by early 2020

• Increase data holdings at NCCS to facilitate discovery through AI/ML

• ICESat-2 data are currently being added to the collection

• Over 3.5 PB of Digital Globe data available

• Data buy (Planet labs, expanded DG data) data are being stored and will be available soon

• Develop software collaboratively with scientists to maximize utility

• Training and outreach



Thanks!


